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❖ Reading comprehension (Linn 
2018)

❖ Gaming (Willingham 2023)

❖ Diagnosing illnesses (McDuff et al 
2023)

❖ Improving accessibility (Welker 
2023)

❖ Economic & policy insights 
(World Bank 2024)

AI is getting better at many (good) things…

https://blogs.microsoft.com/ai/microsoft-creates-ai-can-read-document-answer-questions-well-person/
https://blogs.microsoft.com/ai/microsoft-creates-ai-can-read-document-answer-questions-well-person/
https://www.scientificamerican.com/article/ais-victories-in-go-inspire-better-human-game-playing/
https://arxiv.org/abs/2312.00164
https://arxiv.org/abs/2312.00164
https://www.weforum.org/stories/2023/11/generative-ai-holds-potential-disabilities/
https://www.weforum.org/stories/2023/11/generative-ai-holds-potential-disabilities/
https://www.worldbank.org/en/about/unit/unit-dec/impactevaluation/ai#3




❖ People report distrust AI (Gillespie et 
al 2023) and concern over its use 
(Favario and Tyson 2023).

❖ Still, AI is more persuasive than 
humans in debates (Salvi et al 2024).

❖ It reduces belief in conspiracies 
(Costello, Pennycook and Rand 2024).

❖ And is a better mediator than 
humans– helping us reach 
consensus faster (Tessler et al 2024).

…and people believe AI despite not trusting it.

https://assets.kpmg.com/content/dam/kpmgsites/xx/pdf/2023/09/trust-in-ai-global-study-2023.pdf
https://assets.kpmg.com/content/dam/kpmgsites/xx/pdf/2023/09/trust-in-ai-global-study-2023.pdf
https://www.pewresearch.org/short-reads/2023/11/21/what-the-data-says-about-americans-views-of-artificial-intelligence/
https://arxiv.org/abs/2403.14380
https://www.science.org/doi/10.1126/science.adq1814
https://www.science.org/doi/10.1126/science.adq2852?adobe_mc=MCMID%3D01382074464471345002187185657149977247%7CMCORGID%3D242B6472541199F70A4C98A6%2540AdobeOrg%7CTS%3D1729152064


❖ AI “discovers” insider trading when forced to maximize profits in a 
market (Scheurer et al.,  2023)

❖ AI deceives users by pretending to collaborate before taking 
advantage of them (CICERO)

❖ AI agents collude to manipulate pricing in online marketplaces 
(Price et al., 2024)

Without guardrails, AI gets up to no good (really well)!

https://arxiv.org/abs/2311.07590
https://about.fb.com/news/2022/11/cicero-ai-that-can-collaborate-and-negotiate-with-you/
https://arxiv.org/abs/2404.00806


AI-assisted sales are already taking place online



Can we use market design to leverage 
agentic AI while mitigating its risks? 



Improving Accountability via 
Collateralized Claims

Current markets are 
Reputation-based (󰗦/󰗫)

Current 
markets 
only rely 

on 
reputation



Collateralization = seller escrows extra 
currency to back claims. If community 
agrees claim false, currency lost!

“Collateralization” 
we test its impact 

on market 
efficiency 
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Buyer Sellers

1. Buyers: Prolific Participants (N = 25), 1 per game
a. Maximize utility; fixed utility payoffs

2. Sellers: 6 Bots with distinct strategies, 1 LLM 
a. Maximize profit; fixed production budget & costs

3. 7 rounds in each game (N = 175 rounds played)
a. Sellers could reset reputation by changing brands

Testing the Impact of Warrants on 
Markets with AI
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Designing adaptive players in online 
marketplaces
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1. Honest: Always produce high quality, advertised as high quality.

Sellers: 6 Adaptive ‘Bots’ + 1 LLM Agent

2. Bait-and-Switch: produce high quality until sold, switch to low quality and back.

4. Reformed Cheat: produce low quality until sold, then switch to high quality.

5. Goldfish: produce low quality until sold, switch to high quality and back.

6. Politician: produce high quality until two sales, switch to low quality, and back.

3. Cheater: Always produce low quality until sold, advertised as high quality.

7. LLM: LLama 3.1 variant, given game instructions, provides reasoning for its 

decision after each round



Reputation Warrant

Average Sales Volume by Agent & Market Condition



Reputation

Average Profit by Producer & Market Condition
Warrant



Fewer Dishonest Sales in Warrants markets

Reputation Warrant
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Honest vs. Dishonest Sales by Producer & Market

Reputation Warrant



Frequency of LLM Reasoning in the Warrants Market



Conclusion
Summary:

● Collateralized claims decrease profits for cheaters producers, decrease dishonest 
sales, and seem to benefit honest producers (volume and profit)

● LLMs are able to strategize sales decisions and provide reasoning
a. Limitation: adaptation hindered by limited number of consumers (1 per round)

Future Research:

1. Test the intervention with human sellers and buyers, and multiple human buyers
2. Investigate human behavior when made aware seller is AI
3. Explore the diversity of LLM strategies across different AI models.



Thank you! 

Questions, comments, and suggestions are greatly 
appreciated :) 

For more information about our work, please visit https://truthmarket.com/ 
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