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Document weaknesses and 
assess limitations

Mitigate Harms

Joint Recommendation on LLM Development

Publish usage guidelines 
and terms of use

Prohibit Misuse

Support the labor force and 
stakeholders

Thoughtful Collabs

OpenAI, Cohere, AI21 LabsJune 2022



Think Adversarially

A, B, C’s

1. Actor - ‘who’ performed the bad activity
2. Behavior -     ‘how’ was it achieved
3. Content - ‘what’ was the narrative

OpenAI, Stanford, GeorgetownJanuary 2023



Think Adversarially

Adversarial activity operates over different stages and 
there are needs that an actor has in order to exploit AI:

1. A model exists, 
2. They can reliably access it, 
3. They can disseminate content from the model, and 
4. An end user is affected

OpenAI, Stanford, GeorgetownJanuary 2023



Jailbreaking (trigger warning: expletives)



Stable Diffusion Bias Explorer

https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer

https://huggingface.co/spaces/society-ethics/DiffusionBiasExplorer


“Safe” Generative Art 



Call to Action: Media Development

● Content is technology – there is an immediate need to create 
standards for sharing and using it!

● Fine-tuning is a technological advancement you can pioneer 
as owners of proprietary datasets.

● Leverage the open-source community around machine 
learning to advance news and media development goals
e.g. datathons and hackathons (Kaggle), datasets in 
under-resourced languages, experimental data (great example 
here)

● Mobilize underrepresented populations with resources to tap 
into domain expertise and advance local goals via partnerships

https://upworthy.natematias.com/
https://upworthy.natematias.com/

